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Let &1,&,...,&, be a sequence of independent random variables taking positive in-
teger values and P{{; = k} = 2%, k>1. We put 0; = —1if k; is odd, 0; = +1 if k; is

k.
9ki s, —1-36,_ . .
even, ¢; = c(kj, 6;_1) = —2——=" and consider the expression

Zn - Z(£17£27 s 7&717 50) =
— 371—101 +3n—2c22§1 + 3n—3 -y 252-‘1-51 +

+ ... 43¢, - 2§n72+§n73+---+§1 4 Cn2§n71+---+§1

Clearly, 3, is an integer-valued random variable and for each o, 0 < o < 3", we

consider Y-, = o(mod 3") and put p, (3%) = > TS
an o(mod 3™)
The last summation goes over all values of &1, &, ..., &, and §y which give o(mod3").
[y is a probability measure on the interval [0,1]. The main result of this paper is the
following Theorem.

Main Theorem. As n — oo the measures p, converge weakly to the uniform

measure.

The strongest version of this theorem where individual probabilities u, <3%) converge

3% is wrong. Indeed, one can write down the probability distribution of the first digits
in the triadic expansion of }°, and see that it is not uniform. A more deep analysis of
the distribution of o, can be crucial for the progress in the famous (3x + 1)-problem.

to

Proof. The statement of the theorem will follow if we prove that for any integer A # 0

: 1 Xm
R > ofit a1 P {27”37 }: 0. (1)
kl,---,kn760
In this expression ki, ks, ..., k, are the values of &1, &, ...,&,. We may assume that A is

not divisible by 3 and n is even. Other cases require trivial changes.

Denote k) = ky + ko + ... + kgj, £ = k) — KUY = ko, | + ky;. Fix the values
of 8,01,...,0, and of all V) j = 1,..., 5. With respect to the induced conditional
distribution all pairs (kaj_1, k27) are mutually independent and we can write
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1 DI
> Skt thnt1 XP {27‘(‘23—”/\} =
k1i,eeskn, 00
n/2
= > P {80,016 kD E® KDL T 05(0)
805071 5+-+» Sn j:l
k(D x(2) p(n/2)
where ¢;(A) is the conditional characteristic function,

admissible kgj —1 ,kgj

L kU-D o P
- exp {27_(_2 2323‘—2 )\< 2‘?371 + 2]23227 1> ’

7 (kgj—1, k2j|02;—2, 62j_1,52j,€(j)) are the corresponding conditional probabilities. Since
d2j-1, 02, are fixed the set of possible pairs (kg;j_1, ka;) is a subset of the whole set of pairs
for which koj_ + koj = kW — kU1 = ¢ is given and the conditional distribution is
uniform on this subset.

(2)

The tables on pages 4 and 5 show these subsets and cy;_1, ca; for several first value
of 1),

For given &y, 01, . . ., 0, and k... k(2 the index j is called good if [p;(A\)] < 1— -2

n0
where v > 0 is a constant which will be specified later. Otherwise it is called bad. 19

is the notation for the set of good indices, I®) = I ~ 1),

A sequence {d;,0 < j < n}, {k¥,1 < j < n}is called good if [I9] > n", where 7,
is another constant, v; > 7. Otherwise, it is called bad.

For good sequences
n/2

Ll < IT o] < (1) < exp {-comstam

Y0
jer n

The case of bad sequences for which [I9| < n" or |[I®]| > n —n" should be studied
in detail.
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TABLE 1. 527'_2 = —1.
¢0) 251, O2j | koj1, koj | coj1,  cj C%T,l N CQJ-Q;;j—l
2 -1 -1 1 1 0 0 0
3 -1 1 1 2 0 1 é
1 -1 2 1 1 0 %
4 -1 -1 1 3 0 -1 —%
-1 -1 3 1 -1 0 _%
1 1 2 2 1 0 i
5 -1 1 1 4 0 3 2
1 -1 2 3 1 -2 —%
-1 1 3 2 -1 1 —%
1 -1 4 1 3 -1 1
6 -1 -1 1 5 0 -5 _%
1 1 2 4 0 2 %
-1 -1 3 3 -1 -1 —%1
1 1 4 2 3 0 1
-1 -1 5 1 -5 0 —%
7 -1 1 1 6 0 11 %2
1 -1 2 5 1 -6 -1
-1 1 3 4 -1 3 %
1 -1 4 3 3 -2 —%3
-1 1 5 2 -5 1 %
1 -1 6 1 11 -1 _%
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TABLE 2. 52]'_2 = 1.

09 O2j 1, O2; | koj1, koj | coj1, o5 czé,l N %7;:2.7‘—1
2 -1 -1 1 1 -1 0 3
3 -1 1 1 2 -1 1 _%

1 -1 2 1 0 -1 _%
4 -1 -1 1 3 -1 -1 —%
-1 -1 3 1 -2 0 3
1 1 2 2 0 0 0
5 -1 1 1 4 -1 3 _%
1 -1 2 3 0 -2 —%
-1 1 3 2 -2 1 %
1 -1 4 1 2 -1 1?0
6 -1 -1 1 5 -1 -5 —%3
1 1 2 4 0 2 %
-1 -1 3 3 -2 -2 -3
1 1 4 2 2 0 %
-1 -1 5 1 -6 0 -2
7 -1 1 1 6 -1 11 %
1 -1 2 ) 0 -6 %
-1 1 3 4 -2 3 2
1 -1 4 3 2 -2 %
-1 1 5) 2 -6 1 %
1 -1 6 1 10 -1 —34
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We have
271 Qk(jil))\ C2j—1 Coj 2k2j—1
©j(A = Z : eXp{ 32j—2 ( 3 + 32 ) '

admissible (koj_1,k2j

7 (Kaj 1, kay | 02, 0o 1, 2, (9)) =

(G-1) ) coi2k2j—
-1 — Z (1 — exp {27TZ 2’;;_2)\ (62331 4 2323227 1)}) )

admissible (kgj_1,ko;)

T (ij—ly k?j | 52]’—27 62]'—17 52j7€(j)) .

. . okl—D) , k251
All expressions 1 — exp {2m L <C2ﬂ31 + @z

have positive real parts. Therefore, if j is bad and 2 < £U) < 7 then there should be

PTIN (e 2k2j 1 t
exp{Qm' e % ] < 2 (3)

32j—2 3 32 no

Here and further const is an absolute constant whose exact value plays no role in the
proof.

Let us write

2]{(]*1))\ ) ) )
e = 3 3wl g™ g
where s > 2, m(()j_l) and m(lj_l) are integers, 0 < m(()j_l), mgj_l) < 2, mgj_l) is not

divisible by 3 and |0;| < 3.
Denote by A;({6;,0 < j < n}, {kW,1 < j < n}) the set of indices j for which
52j—2 == —]_, (52]‘_1 =1 52j = —]_, ﬁ(]) =5 or (52]‘_2 == ]_, (52]‘_1 = —]_, 52j == ]_, ﬁ(]) =5.1In

. okgj
both cases one term in the expression for ¢;(A) has kgj_1, kg; with =L+ + 623232% - j:%

(see Tables 1 and 2). Therefore,

3= L U= Cojm1 | 2"\ (i-1) (i-1) 1
(3m{™" +mi™ +0;) TR =+ (3m{ ™" + m§ +9j)§

and in order that (3) were valid for this term we should have m = m{ D =,
|0]| S const'

n70
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Denote by B; the set of sequences {0;,0 < j < n}, {kW 1 < j < n} for which
|A1] > bin. The probability of the complement to Bj is exponentially small if b; is

sufficiently small.

Since we consider bad sequences the majority of j € A;({6;,0 < j <
{kU), 1 <j < 2}) consists of bad j. For bad j € A;({0;,0 < j <n}, {kW,1< ;<

we have the representation (3) with my = m; = 0 and |6;| < <=t

Assume that o
R
322 37 ms

+ 0

for some integer mgj_l) > 1 not divisible by 3, s > 2, |6;| < ilo—ilgt Then

N e w0 gen 2
Qk(j))\

Thus (5) gives the same representation as (4) for == with s’ = s — 2, m
my Y, 0.1 = 0,

A sequence of indices j, j; < j < jo, is called a cycle if

()

j (9)
gj) — 247 .

i) for all j, j; < j < j, the representation
2N )
32j = 3 J mgj + 9]
with s; > 2, 16;] < by is valid where b, is another sufficiently small constant (see
below);
ii) for j = j; — 1 and j = jp + 1 it is not valid and 8y;,, 62j,11, Oajy+2, (921 are such

62j2+1 62j22

kgjy +1

that (U271 < 7 and at least one term in (2) is such that 22— + “2°;
where ¢ is an integer not divisible by 3 (see Tables 1 and 2).

Lemma 1. There exists a constant o,0 < a < 1, such that for any cycle [j1, ]

’SOJQH()\)’ <l-a.

:32

Proof. A point j, can be the right end of a cycle by one of the following two reasons.
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1. For j = j5 - -
2R\ ; oK :
32].2 = 32 m(2]2) + 0]2 or 327 = 33 . mgj) + 0]2
with |6, < by. Then
2k(j2+1)/\ W+ () 2g(j2+1) 2k(j2+1))\ Wt () 2@(12+1)
Ty = 2 ms -+ 0; 5 or ) 3.2 ms - + 0; —7
. (d2+1) . .
Since (U2t < 7 we have |0;, %| < constby. Any product 2¢*"Y . m§?) or
3.ttty mgn) is not divisible by 9. In view of ii) both products
) . . - o9k2j41 (ot 1) . Coit1 Co 12k2j+1
2g(]2+1) (j2) [ C2j+1 i C2j4-2 or 3. 292 (J2) J+ j+
™73 32 ' M\ Ty T T

are fractions with the denominator 3 or 9. If by is small enough then

kU Coji1  Cojpp2Fai+
1 —exp {2m 220 11) ( 3 + 32 )

for some constant oy > 0. This gives the statement of the lemma in this case.

>

2. For j =75

TN Gy
32 3" m;

+ 0j2

where s > 3,0;,| < by and

2k(j2+1))\ oy Wit (G 2@(12+1)
— 352, j2) L2
FEm -8 T M Ty
(j2+1) . (do2+1)
with |0, - % > by. Since U2t < 7 we have 0;, - % < by const. In
this case

LR Cojy1 | C2j42 ok
; . 9k2j 1 _
exp{2m 3202710) 5 22 22 ) 1
2@(12+1) Cor Cos
= |exp | 27mi 0, - roa ( 2?;1 + 25;2 2k25+1) -1 > a

for another constant ay > 0. Lemma is proven.



Yakov Sinai - A Theorem About Uniform Distribution 9

We shall prove that with probability tending to 1 as n — oo the number of cycles

is not less than asfnn for another constant as. In view of Lemma 1, this gives the
n/2

IT @M

J=1

estimate < (I—a)»ir = L with 5 = —agn(l — a).

A segment [j1, jo] is called pre-cycle if for all j, j; < 7 < jo

') the representation
9 k()

329
with s; > 2 and m¥ not divisible by 3, 16;] < by is valid.

3% m(Qj) + 6’j

ii”) for j =j; —1, 7 =j2+ 1itis not valid. Any point j with the property i’) can be

included in a unique way in a pre-cycle. The difference js — ji = d([j1, j2]) is called
Qk(j)—k(jl)

the length of the pre-cycle. It is clear that 0; =
0, > Therefore the following lemma holds.

(9]'1 for j € [jl,jg] and

32(3—J1)

_1
321"

Lemma 2. There exist positive constants oy, as such that for given ji, the conditional
probability that d([j1, j2]) > a4 j1 is less than exp{—as j1 }.

Proof. Assuming that «y is chosen consider the situation d([j1,j2]) > @4j1. Then for
J — 1= [ou jo]
2k‘(j)—k‘(j1)
32(—j1) LA
which implies
. 320-41)

) ) b .
2]C(J),]g(n) S 2 S b2 . 32]
105,

. 1 . .
since |0,| > zz7. This gives

k,(]) _k,(jl) < Inbo+256n3 _ Inby+2j1n3+2a4j14n3+0(1)
= In2 In2

(6)
_ j1(26n342a4fn3)+Lnbs+O(1)
- n?2

In a typical situation k) — ki) grows as 2(j — j;) which is equivalent to 4cyj; while the
y g J—17J J
main term in the last expression grows as 2n3+2atns . = Therefore, for large enough

In?2
a4 we have the inequality W < 4a4 and the probability of the sequences
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kW) — KUY satisfying (6) can be estimated with the help of the usual methods in the
theory of probabilities of large deviations. Lemma is proven.

Consider the segment [n?3 n] for any 73,0 < 73 < 1. The value of 3 will determine
the estimate of some probabilities below. It follows easily from Lemma 2 and from the
fact that the majority of the indices j is bad that with probability tending to 1 the
number of pre-cycles which intersect [n73,n| is greater than ag fnn for another constant
ag > 0.

The difference between pre-cycles and cycles is in the behavior at the right end-
point. Suppose that j; is the beginning of a pre-cycle, my(j1), 6;, are the corresponding
parameters of the initial point. Under this condition the conditional probability that a
pre-cycle is a cycle is greater than some constant av; > 0. By this reason with probability
tending to 1 the number of cycles is greater than ag ¢nn for some constant ag > 0. This
implies (1). Theorem is proven.

The proof presented in this paper is an improvement of the proof of a similar state-
ment given in [1]. It gives the power-like decay of the conditional characteristic function.

However, presumably its actual decay is exponential.

The same methods allow to prove the main theorem for conditional distributions of

&1 ...&, under conditions & + & + ...+ &, =k, |k — 2n| = O(y/n).

The financial supports from NSF, grant DMS-0070698 and RFFI, grant 99-01-00314
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